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GENERAL COMMENTS AND RECOMMENDATIONS

eneral comment No. 25 (2021) on
children’s rights in relation to the
digital environment

Our Rightsiin
the Digital World

A Report on the Children’s Consultations
to inform UNCRC General Comment 25
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United Nations

“JX% Convention on the

Rights of the Child

CRCICICCS

Committee on the Rights of the Child

L

General comment No. 25 (2021) on children’s rights in
relation to the digital environment

Introduction

The children consulted for the present general comment reparted that
lﬂchmlngsm‘wnlmm:whuumdmmﬁmn Bveummnmml
technology, we can gef information from all around the world”; “[Digitl fecmology]
introduced me to major aspects of how I identify myself”; “When you are sad, the Intemet
can help you [to] see something that brings you joy™

2 The digtal ewivounent is consanly evolving xd expanding, encompising
informati fechmol. content, services
:ndapp]lc:hms connected devices and emirorment: mmmm
axtificral imtelligence, robotics, automated systems, algorithms and data analytics, biometrics
and implant technclozy.*

3. The digital environment is becoming increasingly important across most aspects of
childrn’s s, iclding dning anesof s, 20 sociel Rctons, ichding sdhcation

and commerce, It
<o e oppertuiies o the resbsaton of ehildran’s rights, bt sl poses fhe ke of
theic vilaion o sbuse. Dvring conmilsios,chliren exprsced the view that te dgitl

their safe
wwu]dhkaﬂngn’umm!,kachnnlngycmnpmnmdﬁzhmmhglpm[h]mmzy
5 Jine.”; “T would kke to obi

with my data ... ? How! " “Tam... worried sbout my data
being shared™?
The rights of every child mst be respected, protected and flfilled in the digitl

access the Infernet. Meaningfal access to digital teshmologies can support children fo realize
‘political, cultural, rights. Fi Faigtal

i Tikely to increase,
The present general comment draws on the Commites's experience in reviewing
Stztapalhn reports, s day of general discussion on digstal media and children’s rizhis,
the jurizprudence of the human rishts freaty bodies, the recommendations of the Human

! O righns n 2 igial woeld”, supmry

commmene, pp. 14 and

* A temanology slossary is available on the Comunittes’s webpage:

9aAINF3253 144 L mgmen.
* O rights 1n 2 digstal world”, pp. 14, 16, 22 and 25.

GE.21-02865(E) Please m;clr@

Right: Comncil and fhe special procadimes of the Council. two rownds of consulfations with
States, experts and otber stzkeholders on the concept note and advanced draft and
international consultstion wath 709 cluldren Living i 3 wide vaniety of cicumstances in 2
countries in several regions,

6. The present general comment should be resd in conjunction with otber relevant
‘zeneral commeant: of the Committes and it: guideline: ragarding th implementation of the
Gptional Protocol fo the Convention on the sale of chuldren, child prostifution and child
pomosraphy.

‘Objective
In the presest general comment, the Commities explains how States partes should
nd encure full
obligations under the Comvention and the Opnmu.l Protocols thereto m the light of the

opportunities, risks and challenges in promoting, respecting, protecting and fulfilling all
children’s right: in the digital emvircrment.

General principles

5 The lens through whi of all
ofher rights under the Comvention should be viewed They chould serve 2 2 guide for
detenmining the measures needed to uarantee the realization of children's rights in relafion
to the digital emvironment.

Non-discrimination

. The right to non-discrumination vequites that States parties encwe that all children
Bave equal and effctive acces {0 th digtal environmoent in eyt ave meamingtil fox
digita] exclusion. That
mhdﬁmmﬁmgﬁmanﬂ;aﬁumfwch]&mm dedicated public locations and
imesing i policies nd programenes it sppoct all childen's afodble scces o, 1nd
use of, digatal b
10 Cluldse, sy be discriomiated agiact by theis being excheed fiom wing digital
fechmol
useof Ot fo ES -
that result rotling or o baced on bizsed, partial
orunfsirly obtained datz concerning a child.
1 ThCummcdkmnSmmzmnkemm‘mmmpm‘m‘
ethnic or national
Imanaewmmmmmmzmmmmmmwm

“ulnershle situafions. Spacific measuras wil be required fo close the gender-relsted digital
divide for guls and to ensure that particular atfention s given to access, digital literacy,
privacy and online safety.

Best interests of the child

12 The best inferests of the child is 2 dynamic concept that requires an assessment
appropriate to the specific context 3 The digita] enviromment was not eriginally designed for

* General comment No. 0 (2006), parss. 37-38.

¢ General comment No. 14 (2013), parz. 1
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https://www.youtube.com/watch?v=Bqej3Lnucz0&ab_channel=GroupDevelopmentPakistan

Risky-by-Design
from 5Rights Foundation

Introduction

The risks

Case Study: Recommend... @

Case study: Misinformation
Case study: Friend suggestions
Case study: Livestreaming
Case study: In-game purchases

About 5Rights Foundation
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Risky by Design

Risk is a harm that has not yet happened, harm is a risk
that has been realised.

Risky by design examines common design features that create risk in a series of case
studies. They are not based on any one service, but each highlight how these design
features pose risks to young people. Each case study takes around 5 minutes to read.

Every digital service or environment is the product of a series of design decisions that
shape the experiences of young people. Low default privacy settings make a child’s profile
public and their identity and interests visible to strangers. Dark patterns nudge them to
give up more data. False choices mean they spend money on in-game purchases in their
favourite games. These design features are not neutral. They are driven primarily by
commercial interests and can, individually or in combination, cause risks that can lead to
harm.

Risky by design is a bold illustration of why products and services must be designed with
the needs and rights of children in mind. It forms part of our broader programme of work
on child-centred digital design.



37.  States parties have a duty to protect children from infringements of their rights by
business enterprises, including the right to be protected from all forms of violence in the
digital environment. Although businesses may not be directly involved in perpetrating
harmful acts, they can cause or contribute to violations of children’s right to freedom from
violence, incluing TrovghThe dovian snd operstion ST TaaT servioes Staes parties should
put in place, monitor and enforce laws and regulations aimed at preventing violations of the

right to protection from violence, as well as those aimed at investigating, adjudicating on and
redressing violations as they occur in relation to the digital environment.

39. In addition to developing legislation and policies, States parties should require all
businesses that affect children’s rights in relation to the digital environment to implement
regulatory frameworks, industry codes and terms of services that adhere to the highest
standards of ethics, privacy and safety in relation to the design, engineering, development,

that target children, have children as end users or otherwise affect children.

I.SE (I\Z/Ioergir?u?r?igations




“Not that there isn’t some funny stuff in there, but sometimes it’s literally all dark. | think that’s
because I've gone through a period of, | think it was six months of pure just not getting out of
this cycle. And | was just constantly watching these sad videos on TikTok. And | was just like, I'd
go up to my For You page up there and it was like, sad video after sad video after sad video. |
always question myself why, but then | realise that | had done this to myself because | was in
such a state, such a crisis in my own head .” (18, f, mental health service user)

“Omegle’s fine when it’s just you talking to random people just about, how’s your day, or
something, or just talking about a game or something. But I’ve had people point guns at me
through a camera. I’ve had things like that, because Omegle is such a weird app. So, don’t use
stuff like Omegle, but still, it’s fine to talk to strangers. You can talk but just make sure it stays
there, don’t give anyone personal information stuff” (14, m, excessive gamer)

“If you wanted to bait someone out, which is like expose them, and they’d expose naked
pictures of people, and really inappropriate stuff. Someone would send it in anonymously and
it would be public. It’s disgusting. Horrible. That’s children. But Snapchat never did anything
about it. They didn’t ban the account.” (18, f, anxiety/suicidal)

%SKII.I.S



54.  States parties should protect children from harmful and untrustworthy content and
ensure that relevant businesses and other providers of digital content develop and implement
guidelines to enable children to safely access diverse content, recognizing children’s rights
to information and freedom of expression, while protecting them from such harmful material
in accordance with their rights and evolving capacities. Any restrictions on the operation of
any Internet-based, electronic or other information dissemination systems should be in line

with article 13 of the Convention.

114. States parties should ensure that appropriate enforcement mechanisms are in place
and support children, parents and caregivers in gaining access to the protections that apply.
They should legislate to ensure that children are protected from harmful goods, such as
weapons or drugs, or services, such as gambling. Robust age verification systems should be

used to prevent children from acquiring access to products and services that are 1llegal for

them to own or use. Such systems should be consistent with data protection and safeguarding
" —

requirements.
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euc NSENT Project objectives  Core principles  Partners  Advisory Board Members News Publications Media FAQ Contactus

EUCONSENT
ELECTRONIC IDENTIFICATION -
AND TRUST SERVICES FOR
CHILDREN IN EUROPE

Creating a safer digital world for children throughout the European Union

CONTACT US

Project objectives

The euCONSENT consertium will put into live operation extensions to the elDAS infrastructure required to deliver its vision for pan-European,

open-system, secure and cerl interoperable age verification and parental consent to access Information Society Servic
- solutions will be designed with the help of Europe’s children and the guidance of the continent’s leading academic experts, NGOs and

other takeholders in child rights and protections online.

The new system will then be used during a three-month pilot by over 1,500 children, adults and parents from at least 3 EU Member States.
Their use ence will be independently evaluated to provide convincing evidence for these infrastructure solutions to be adopted across

the Union, with hundreds of Europe’s kids already positioned as its most enthusiastic advocates to their peers, parents and policymak
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E. Right to privacy

p’/. « Privacy is vital to childeen’s rlgency, digpity and safety and far thﬁx&:cise of I(Er rights. Chi%ﬁs personal data are psocessed to opfer educational, healthand Et‘h% benefits to them. Threats to children’s privacy may arise from
L L , ;

I:M@@}ﬁd IJSCQV]Ig blltfl‘)stl 155, @Wrs\as F‘d ga@m \@ﬂs @h @%eﬂ@tlﬂs:ede@ th@. @Fﬁytﬁﬂg Q.Children’s own activities and from the activities of family
members, peerd or others, for example, by parents sharing photograpls®online or a stranger sharing information about a child.

ﬁ fata ay inclu‘i_e'info atto abput, inter alia. children’s identities gactivities, loc licﬂcomlllu ication. effiotions, health aT ﬁationshi S, (ﬁ in cgmbingtions of personal data, including biometric data, can uniquely identify a
ﬂ i plzﬁﬂs Sl@ﬁuh&at Gmg, a?hrg Qluf h&el@ daGﬂ e tlmﬁﬁlh%@m 0| @rh'g i iu e@mbtpe l)j(ﬁi@yutine. Such practices may lead to arbitrary or unlawful
interference with children’s right to privacy; they may have adverse consequences on children, which can continue to affectthem at later stages of their lives.
. ntegfercnte avith lté‘ iy, fs ﬂ@t\ issi] r{ ; Ll; t&Trﬁ n law ‘!arﬁa (Aferfarenc jogdﬁscf hﬂ:d?géti&s“f nailde & a legitimate purpose, uphold the principle of data
-Eh tlﬁﬁ(jﬁ;ﬁr’lﬁa gdcq ed ashe t Qe E tlle ﬁﬂmﬁ.} i ?1 i:a ) obt v . prf“i i(vid)éy-
70.  States parties should take legislative, administrative and other measures to ensure that children’s privacy is respected and protected by all organizations and in all environments that process their data. Legislation should include
X i 1t vedsight 0 ; oAl e i - ipgC SN it ofluc i hat affect children. They should regularly review privacy
Stares.must provide. legal: safegudrds and require privacysbysdesign. . o o S D
appropriate measures enabling the detection and reporting of child sexual exploitation and abuse or child sexual abuse material. Such measures must be strictly limited according to the principles of legality, necessity and proportionality.
L Where consent is sought to progess g child’s data, States parties should enswre that consent iseinformeq andefgeely given by the ghild or, depending o the chijd’s and evodving capacity, by the parent or caregiver, and obtained
here:consent fo r-processing is: required . st be meaningfullyl GIVER iz o rocein e g veriy
consent is informed, meaningful and given by the chlld’s parent or caregiver.
) jatgs parties shoukd ensure ghaj childreneand theirgarenty or garegjvers can eagily access sgored deta, gectyfy data that are inaccurate or outdated and delete data unlawfully or unnecessarily stored by public authorities, private
cl &ﬁ(ﬁ&(‘)o .3 § @Mtrldea@ml @x}(aw.ﬁl 1latﬁal' héMtB @ﬁf thpr hc.hy g to withdraw their consent and object to personal data processing where the data controller does not demonstrate
J

legitimate, overriding grounds for the processing. They should also provide information to ¢hildren, parents ¥nd caregivers on such matters, in child-friendly language and accessible formats.

.jhil ren’s pegponal dgta should be accessible only to the authoritigs, organizatigns and individuals designated upder the |gw to process theg in compliance with such due process guarantees as regular audits and accountability
Children's-d I h 1 r i}

@a @' @r c@'@ﬂu@ﬁ an @n§ C @ﬂ e CMMSLPGF&@M Yte d@s:ss@ osO)hlJ seslerl‘i s @Wo.t be retained unlawfully or unnecessarily or used for other
use in another setti

purposes. Where information is provided in one setting and could legitimately benefit the child through i ng, for example, in the context of schooling and tertiary education, the use of such data should be transparent,
accountable and subject to the consent of the child, parent or caregiver, as appropriate.

Privacy &data:protection regulation should'be:rigorously. implemented-and not-arbitrarily
Privacy & data-protection regulation should'be;rigarously.implemented:and not arbitrarily.
L?Mijttﬁﬁﬁe i Eﬁkg |t—|16 e FUIPBJ:I ht]jpﬂgh the use of embedded sensors connected to automated systems, States parties should ensure that the products and services that contribute to such environments are
1] 10 v nedt i guldti ards. That includes public settings, such as streets, schools, libraries, sports and entertainment venues and business premises, including shops and cinemas, and the
home.
.+ Aary diggal surveillance o€ plyildren, together with any gesopiated augpmgted processing of personal dasa, shophd respect ¢he child’s right to privacy and should notgbe conducted routinely, indiscriminately or without the child’s
}c&l t ur‘omlyt @m@é tl haafd ﬂ@: 'vebléshm@iéla ebm&}th‘h’ﬂdiléé Fb}:m l;nal '@alari‘n c@@fyaﬂt gs and educational and care settings, and consideration should
always be given to the least privacy-infrusive means available to fulfil the desired purpose.
. The dig#tal environment presenty particudar problemg for parepts png caregivers in respecting children’s right to grivacy. gechnologges that monitor ongline agtivitigs for safety purgoses, such as tracking devices and services, if not
@F llV@r‘mam&ﬂal @f(‘)i s&ha:hﬂ d)se @g G—g f a 100 ésl:@ﬁis@o anI ldrlm @eh@ fre, ' rk/k rtance of the child’s right to privacy and
bouf

on how thef™own practices may threaten that right.“They should also be advised a he practides through Which they can respect and protect children’s privacy in relation to the digital envirhment, while keeping them safe. Parents’
and caregivers’ monitoring of a child’s digital activity should be proportionate and in accordance with the child’s evolving capacities.

77, Maiy childicii usc Giiliic avaiais oi pscudonyins that proicct ticii ideitity, and such practices cain be Lnpoiiant in protecling childicii’s privacy. Siaics paitics should iCquiic an appioach iiicgiating saicty-by-design and piivacy-
ﬁﬁ VA ele em]}ﬁ u W QG t '1!1 e deqc 1amdle rfi V, C af ssi‘q 'W or sexual exploitation and abuse. Protecting a child’s privacy in the digital

1 1mg’nmg Lir 1 C ﬁgarn%g ivgmg e ysm! TMM ilﬁ a yg\g;ye’t J:fg mn ic mtl’) i4d’s care. Such cases may require further intervention, as well as family
counselling or other services, to safeguard the child’s right to privacy.

%E ﬂ%ﬁf& %:gc ) ﬁ@@:”l'ﬁghlgepvp@e SVls\m@lld)e not" frﬂeedirﬁpﬂ rﬂ:eﬂﬂr@l Io@gns:eln¢s.cnt in order to access such services. Such services should be held

rivacy protection.
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Twe LONDON SCHOOL
¢ ECONOM| o
POLITICAL SCIENCE

My Privacy UK | For parents  For educators  For policy makers ~ About

MY DATA AND
PRIVACY ONLINE

f A toolkit for young people

66 Well, we don't
actually know wh

the information is
going. You can sign
up for an app and tell
them your name and
your age and stuff
and they'll say at the
bottom that it’s all
private and stuff, but

then it goes
somewhere. There’s
the question of where
does it go. 99

boy, year 11, Midlands

Media and
Communications

My privacy
Imagine that the internet knows everything about you! Does it matter if it does? What
can you do to protect your privacy and data online?

We all use the internet a lot in our everyday life. We reveal a lot about ourselves online.
And much of our data is being recorded and stored online by others (family, school,
companies).

Watch our cartoon below to explain what this toolkit is all about.

It's only an online game, why read the small print? Thinking about
privacy in a digital world

Print or share

For parents
For educators
For pol

About

Grant
Recipient


https://www.youtube.com/watch?v=z5JvpUPmrZ0&ab_channel=LSE

LS

107. Dagital forms of culture, recreation and play should support and benefit children and
reflect and promote children’s differing identities, in particular their cultural identities,
languages and heritage... States parties should ensure that children have the opportunity to

use their free time to experiment with information and communications technoloies, express
themselves and participate 1n cultural life online.

110. Leisure time spent in the digital environment may expose children to risks of harm,
for example, through opaque or misleading advertising or highly persuasive or gambling-like
design features. By introducing or using data protection, privacy-by-design and safety-by-
design approaches and other regulatory measures, States parties should ensure that businesses

do not taret children usin those or other techniues desied to rioritize commercial

interests over those of the child.

Media and
Communications
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“l always love
having a cardboard
box because | could
draw all over it and
it wouldn’t matter.”

Girl, 12

“Each individual child will
work out just exactly the
potentiality of what that
box could be.”
(Theatre Professional)

“It becomes its own sandbox
environment ...it allows the
imagination to go completely
wild with it because it’s not
dealing with any constraints.”
(Boy, 17)

“My five-year-old, he takes
everything out of the box... and
he will sit in the box and say,
mama, I’m driving a car... It’s quite
interesting how they use their
imagination in various ways ...to
play and have fun.”
(Mother)




To be ‘Playful By Design’, digital products and services should...

Be welcoming: Prioritise digital features that are inclusive,
sociable and welcoming to all, reducing hateful

Ensure safety: Ensure children’s play in online spaces is
safe, including by giving them control over who can

communication and forms of exclusion and reflecting _
contact them and supplying help when needed.

multiple identities.

Enhance imagination: Prioritise creative resources and Allow for experimentation: Recognise that exploration,
imaginative, open-ended play over pre-determined invention and a degree of risk taking is vital in children’s
pathways built on popularity metrics or driven by play and that the burden should not fall on them always to
advertising or other commercial pressures. be cautious, anxious or follow rules set by others.

Enable open-ended play: Provide and enhance features

that offer easy-to use pathways, flexibility and variety as Be age-appropriate: Respect the needs of children of

different ages by providing age-appropriate opportunities
for play, while also allowinggfor safe intergenerational play.

these support children’s agency and encourage their
imaginative, stimulating and open-ended play.

No commercial exploitation: Reduce compulsive features
designed to prolong user engagement or cultivate =
dependency on games, apps or platforms, so children’s —

immersive play is intrinsically motivated and freely chosen.  DIGITAL FUTURES COMMISSION P SRIGHTS
Innovating in the interests of children and young people FOUNDATION




United Nations CRCcrsens

‘y/@ Convention on the Distr.: General
\l ‘\/’ . . 2 March 2021
S22 Rights of the Child

Original: English

Committee on the Rights of the Child

General comment No. 25 (2021) on children’s rights in
relation to the digital environment

Best interests of the child

12.  The best interests of the child is a dynamic concept that requires an assessment
appropriate to the specific context.” The digital environment was not originally designed for
children, yet it plays a significant role in children’s lives. States parties should ensure that, in
all actions regarding the provision, regulation, design, management and use of the digital
environment, the best interests of every child is a primary consideration.

I.SE Ic\iﬂoergirajr?igations
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DESIGNED i

Home Why We Need A Design Code ~ How We'll Do It Latest Updates About

KIDS IN MIND

Designed with
Kids in Mind

From apps that turn geolocation on for no reason and sneak in

inappropriate ads, to platforms that offer confusing terms of service or . Q
introduce adult strangers to teens, too often digital services create

unnecessary risks for kids.

These risks are just design choices. Apps and online platforms can be built
in ways that reduce risks and increase safeguards for children instead. It's

time to build an online world designed with kids in mind.

More than ever, we need a US design code to
protect kids and teens online. Will you join us?

|.SE '(\:Aoergira:r?igations
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e SPIked

The Online Satety Bill would
treat us all like children

The UK government is actively encouraging Big Tech censorship.
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SUBSCRIBE SIGNIN

9 me Pl Harassment and abuse.in
three dimensions, the dark

side of the Metaverse Come the Metaverse, Can Privacy
Exist?

One digital watchdog was so shocked by the Metaverse Inimmersive worlds, new technologies will siphon up data at an
footage which contained “abuse, harassment, racism and increasingly granular level—a person’s gait, eye movements, emotions
pornographic content”, that they could not release it to and more—putting far greater strain on existing safeguards

The Feed, only describe it.

Making the metaverse: What it is, how it will be
built, and why it matters

Sunday 20 March 2022

2022

( £ Peter Jukes &

’ @peterjukes
A barrage of assault, racism and rape jokes: my
nightmare trip into the metaverse

Epic Games and Lego
Partner up to Create a Kid-
Friendly Metaverse

An ‘exciting and playful future’

"Within 10 minutes, [the Guardian reporter] had
witnessed the most disturbing sights of her life —in a
space seven-year-olds can access"

.

Thanks Mark Zuckerberg
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Metaverse gold-rush: The top five brands that :
are carving up the virtual space A whole new world: Education

Brian McGleenon » meets the metaverse

28 March 2022 - 11-min read TRENDING

Kathy Hirsh-Pasek, Jennifer M. Zosh, Helen Shwe Hadani, Roberta Michnick Golinkoff, Kevin
Clark, Chip Donohue, and Ellen Wartella -
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